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Abstract Bandwidth efficiency and error robustness are es-
sential issues for different multimedia streaming applica-
tions. This paper presents strategies for high-quality audio
streaming based on fragmenting perceptually coded audio
frames and shuffling the data components among multiple
packets for transportation. This is done to increase robust-
ness against packet loss. We also address the delivery of
audio data consisting of components with different propor-
tional priorities. Our approach is rationalized with stream-
ing tests using the MPEG AAC audio codec in a simulated
network environment and formal listening tests to evaluate
the resulting audio output. According to the results, the pro-
posed schemes improve audio quality significantly with rea-
sonable increase to network resource utilization compared
to traditional error robustness measures.

Keywords Audio streaming - Multimedia networking -
Perceptual audio coding - Teleconferencing - Advanced
audio coding (AAC)

1 Introduction

Rapid evolution of IP networking is turning the Internet
into a medium for diversified audiovisual content distri-
bution competing with traditional telephone networks and
even cable TV. The MP3 file format first started the era
of digital music distribution via the Internet some years
ago. Nowadays, network connections are still improving and
real-time multimedia streaming is gaining popularity among
consumers of modern entertainment services.

Different applications set different requirements for
quality and interactivity. Voice over IP (VoIP) applications,
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suited to replacing traditional telephone services, require
a high level of interactivity, which sets strict limitations
for buffering and transport delay. Therefore, packet loss
recovery in VoIP often relies on forward error correction
(FEC) rather than retransmission in the network. Multime-
dia broadcasting and multicasting applications — such as
Internet radio or teleconferencing — can tolerate higher trans-
port and buffering delays. Nevertheless, network-based er-
ror robustness measures such as retransmissions are still un-
desirable due to the feedback implosion problem discussed
later in this paper. Quality requirements are typically even
higher for one-to-one audio- and video-on-demand (AoD,
VoD) applications. Luckily, these applications usually also
tolerate higher transport and buffering delays, which makes
it possible to use different schemes to improve robustness
against packet loss, such as retransmissions and interleav-
ing. A rough classification of multimedia content distribu-
tion applications according to their requirements for latency
and quality is shown in Fig. 1. The schemes proposed in
this paper are mainly designed for applications such as AoD,
teleconferencing, and Internet radio.

Most existing error robustness techniques, such as the
error resilience (ER) tools in the MPEG standards, are de-
signed to combat bit errors. There is also a considerable
body of literature on receiver-based error concealments. The
aim of receiver-based error concealment is to reproduce
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Fig. 1 Different multimedia content delivery application types
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missing audio clips independently, without support from
communications protocols [1, 2]. Bit error resilience meth-
ods can be greatly beneficial in circuit-switched commu-
nications, especially in the wireless domain [3-6]. How-
ever, these techniques are not effective against packet loss
in packet-switched networks, which is the main concern in
this paper. There are no formal methods in the MPEG com-
pression standards specified to combat packet losses.

Many advanced proposals for optimized high-quality au-
dio streaming have been designed for certain carrier net-
works, such as EGPRS [7] or 3G [8]. Less attention has
been paid to robust packetization and transport schemes
for streaming audio over generic IP-based packet networks.
There are both codec-specific and generic FEC schemes
to recover from packet loss [1, 9], and some RTP payload
formats supporting interleave of audio frames are presented
in [10, 11]. These methods, however, do not take full advan-
tage of the internal structure of encoded audio frames to im-
prove the network bandwidth efficiency. On the other hand,
the efficient combinations of transport and coding methods
designed for video streaming, such as slice interleaving [12],
are not directly applicable in the audio domain. This has
been a major motivation for our work, which is summarized
in this paper.

In this paper we address techniques for balancing be-
tween the contradictory requirements for high quality and
interactivity in audio streaming over a packet-switched net-
work. The system presented in this paper is built upon our
previous framework [13—15]. Our framework is a combina-
tion of AAC bitstream processing for increased error robust-
ness and network-based error robustness measures, namely,
selective retransmission and priority-based redundancy ad-
dition. We have further improved our system with a better
tradeoff between bandwidth efficiency and error robustness.
Although we have been using the AAC codec for our sys-
tem implementations, the proposed schemes could also be
applied to other audio codecs following the same kind of
coding principles.

This paper is organized as follows. After the introduc-
tion in Sect. 1, we outline the perceptual audio compression
and compressed bitstream processing for increased error ro-
bustness in Sect. 2. Then we illustrate the principle of com-
pressed audio data fragmentation for efficient packetization
and robust transmission in Sect. 3, followed by system eval-
uation in Sect. 4. Following the discussions in Sect. 5, we
conclude the paper in Sect. 6.

2 Perceptual audio coding and coded
bitstream processing

2.1 Perceptual audio coding principles

Perceptual audio coding is the leading paradigm for com-
pressing generic audio such as music, as opposed to
speech. The best-known perceptual coders include MPEG
Layer IIT (MP3), MPEG Advanced Audio Coding (AAC),

and OggVorbis. They are all based on a time-to-frequency
transform, such as the Modified Discrete Cosine Transform
(MDCT), and aim at near-transparent quality and high com-
pression ratio by removing the frequency components that
are irrelevant for human perception [16]. A typical transform
window length is around 2000 samples: for AAC it is 2048
for long windows (one long window per frame) or 256 for
short windows (8 short windows in a frame) [17, 18]. Be-
cause the first half of each transform window overlaps with
the preceding window, each AAC frame gives 1024 time do-
main samples as output and 1024 frequency domain samples
aligning with the filtering window of the following frame.

In perceptual audio coding MDCT coefficients are usu-
ally grouped in sections. The range of possible values for
spectral coefficients in each section is specified by a scale-
factor. This is why the perceptual significance of scalefac-
tors is higher than for individual spectral coefficients. There
are different techniques for quantizing and coding the spec-
tral data used in different codecs. Variable Length Coding
(VLC) such as Huffman coding is often applied for scale-
factors and spectral coefficients separately. In addition to
the scalefactors and spectral coefficients, each audio frame
usually also contains headers and flags indicating Huffman
codebook indices, transform window types, and other rele-
vant information needed by the decoder. Because the side
information is mostly essential for the decoding process of
a frame, we refer to it as critical data, which is perceptually
the most significant part in the bitstream.

In most published standards for audio streaming, trans-
port units (packets) contain timely consistent entities, e.g.
audio frames. This is why most of the existing error con-
cealment methods deal with complete frame loss. Such
methods include muting, frame repetition, and even more
advanced techniques, such as interpolation or frame replace-
ment based on beat-pattern analysis [1,2,19-22]. However,
to achieve the same perceptual quality, error concealment is
typically simpler for a few missing or erroneous individual
MDCT coefficients than for an entire audio frame.

2.2 Characteristics of AAC bitstreams

We have used the MPEG AAC codec for our system
implementation due to the fact that AAC still represents
the state of the art in standardized generic audio coding. In
addition to scalefactors and quantized MDCT (QMDCT)
coefficients, each AAC frame contains critical data, such
as flags and data for selecting window type and Huffman
codebook indices for each section [17]. Therefore, the AAC
bitstream format sets certain limitations for fragmenting
the data and rearranging it into transport packets. The
major cause of error propagation is the Huffman coding for
scalefactors and QMDCT coefficients. In addition, there can
also be zero sections defined by a special zero codebook
index: all MDCT coefficients in zero section are zeros and
thus are not coded at all as Huffman codewords. For these
reasons it is impossible to read the scalefactor and spectral
data correctly without the critical data [13].
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Delta Pulse-Code Modulation (DPCM) is applied to the
scalefactor data before Huffman coding. In DPCM, only the
first scalefactor of each frame (global gain) is stored as an
original value. For the rest of these scalefactors only the
difference between the current and preceding scalefactor is
coded. QMDCT coefficients in AAC are also coded as Huff-
man codes, each codeword comprising two or four QMDCT
coefficients. Thus, losing one codeword causes loss of two or
four adjacent spectral samples, depending on the codebook
used for the particular section. The coefficients and scalefac-
tors are not equal in terms of priority; lower frequencies are
perceptually more significant than higher frequencies in gen-
eral. Because of critical flags and Huffman coding, the AAC
bitstream format is extremely vulnerable to bit errors. This
problem has been tackled in the MPEG-4 AAC standard
by introducing optional ER tools for error resilience [17].
The ER tools allow protection of critical bits with FEC and
prevention of error propagation using reversible variable-
length coding (RVLC) for scalefactors and a Huffman code
reordering tool for the MDCT coefficients [17]. These meth-
ods drastically improve the bit error resilience at the cost of
some redundancy overhead. However, they are not effective
if an entire frame of data in the form of a transport packet
is lost.

2.3 Modifying AAC bitstream for increased
error robustness

If the critical data of a frame are lost, the whole frame
is considered lost. In this case, traditional error conceal-
ment techniques, such as repeating the previous frame, have
to be used to recover the lost frame. However, using our
fragmentation-based approach we can assume that in most
cases there are only individual Huffman codewords missing
in positions known by the decoder. Based on this assump-
tion, we propose relatively simple yet effective strategies to
conceal missing scalefactors and QMDCT coefficients.

2.3.1 Scalefactor coding

Due to DPCM coding, even one single missing scalefactor
value may cause all the consequent values to be erroneous.
AAC ER tools mitigate the problem using symmetric RVLC
Huffman codewords instead of conventional Huffman cod-
ing [6]. When a bit error is detected, the decoder can start
reading RVLC codewords from the end. This method is ef-
fective against individual bit errors or scalefactor losses, but
if there are more errors or error bursts, scalefactors between
the first and the last corrupted codeword cannot be recov-
ered reliably. Therefore, the RVLC coding scheme is not an
appropriate solution for recovering several separate missing
scalefactors in each frame, this being the scenario in the case
of packet loss with our packetization scheme.

In [15] an alternative method for coding scalefactors
was proposed. We model the contour of scalefactors with
a straight line as shown in Fig. 2. Huffman coding with
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a specific codebook is then used to encode the minimum
least-squares residuals. The cost of improved robustness is
slightly decreased compression efficiency: in our test sys-
tem, the quantized angular coefficients for the approximated
values take five extra bits and the Huffman-coded residu-
als typically also take slightly more bits than convention-
ally coded DPCM values. In our tests the total frame size
increased by up to 2% when the proposed coding scheme
was used.

However, the proposed scheme significantly facilitates
error concealment of the lost scalefactors. We have noticed
that the residuals often follow the same kind of pattern in
adjacent frames. This is why it is reasonable to replace a
missing scalefactor with the corresponding scalefactor in the
previous frame. As the residuals are known to be distributed
evenly around zero due to the characteristics of the minimum
least-squares method, the replaced residuals can be weighted
to force the sum of the residuals to become zero. The coding
and error concealment algorithms are illustrated in Fig. 2.

2.3.2 Quantized spectral coefficients

In the AAC bitstream each Huffman-coded spectral ele-
ment represents two or four adjacent QMDCT spectral co-
efficients, depending on the actual codebook index. Thus,
loss of one codeword means loss of two or four conjunctive
spectral samples. From an error correction perspective, it is
more favorable to lose separated rather than clustered spec-
tral samples. This is why we are interleaving spectral coeffi-
cients so that each Huffman codeword contains non-adjacent
coefficients. To put it simply, each section is divided into two
or four parts (depending on the number of coefficients per
codeword). Then each codeword is generated so that there is
one coefficient from each part, according to the interleaving
algorithm illustrated in Fig. 3.

The codebook index of each section sets a limit for the
maximum absolute value of each QMDCT coefficient, and it
is possible to predict the absolute values of the missing coef-
ficients by interpolation or coefficient repetition. In practice,
it is very difficult to predict missing QMDCT codewords re-
liably due to the properties of MDCT. We have tried to use
some simple methods for estimating missing QMDCT val-
ues, but only very small, if any, improvements in perceived
quality have been achieved in comparison to the simplest
imaginable method: replacing the missing QMDCT coeffi-
cients by zeros [15]. A clearly better result can be reached
by replacing every missing spectral sample by the average
of the corresponding samples in the preceding and follow-
ing frames in the inverse QMDCT (IQMDCT) domain. This
method is shown in Fig. 4.

3 Transport and packetization
3.1 Real-time audio transport

A fundamental issue in real-time transport of fragmented
audio data is the priority distinction. As discussed above,
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QMDCT coefficients
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Fig. 4 Replacing an individual spectral coefficient in the inverse quan-
tized MDCT domain with simple interpolation

for AAC streaming it is essential to have the critical data to
decode any of the remaining data (scalefactors and spectral
coefficients). This is why appropriate techniques have to be
utilized to transport the critical data more reliably than the
lower priority data.

Generally speaking, there are two solutions to increas-
ing the reliability of data transport: adding redundancy to
the data stream and using retransmissions. Schemes based
on redundant data transport are often called forward error
correction (FEC) schemes. In their most simple form the
sender just replicates data elements. Since multiple copies
of one data element are transmitted in different packets, the
element is lost only if all copies of it are lost. This decreases
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data loss probability but highly increases network bandwidth
usage regardless of packet loss rates. Data replication is easy
to implement for various kinds of transport channels because
there is no need to change the transport protocols but only
the payload format.

Retransmission-based strategies use network resources
more efficiently because the data packets are replicated only
if the original packet is lost. However, to use retransmis-
sions, a feedback channel from receiver to sender is required
to carry retransmission requests and extra delay is intro-
duced in case of packet loss. This is why retransmissions
can be used only if a reasonable latency can be tolerated and
a feedback channel is available. However, a retransmission-
based protocol is more difficult to implement than data
replication. In addition, in a fixed network infrastructure
packet losses are often caused by congestion. In this case,
congestion control should be used in conjunction with re-
transmissions, which may be difficult with streaming ap-
plications. On the other hand, in wireless access networks
retransmission-based transport strategies can be perfectly
suitable.

RTP is the de facto standard for carrying content of a
real-time nature over IP networks [23]. Originally, RTP was
especially designed for multicast teleconferencing systems.
Although various schemes for reliable multicast have been
proposed, it is typically not reasonable to use traditional
retransmissions with multicast streaming applications be-
cause multiple feedback messages and retransmissions be-
tween all the multicast group members could easily cause
overwhelmingly redundant traffic and overload the network.
This problem is called feedback implosion [24]. Because of
the multicast support and strict real-time requirements, re-
transmissions were not included in the original RTP speci-
fication. However, proposals have been made to extend tra-
ditional RTP by selective retransmissions [25]. One-to-one
(unicast) multimedia streaming applications can especially
benefit from this feature to a great extent.

Selection of the optimal transportation and packetization
strategies greatly depends on the application and the network
conditions. If a multicast application, such as teleconferenc-
ing with a large number of participants or Internet radio, is
involved, the optimal strategy is to avoid retransmissions and
use redundancy alone to deliver critical data more reliably.
In contrast, retransmission-based transport strategies may be
perfectly suitable for AoD applications with more relaxed
latency requirements.

3.2 Retransmission-based transport strategies

Use of data fragmentation and selective RTP retransmis-
sions together for streaming perceptually coded audio was
discussed in our earlier work [14]. In the proposed tech-
nique, data are arranged in different packets, depending on
the proportional priority. Then, higher priority packets are
transmitted before corresponding low priority packets. This
arrangement allocates more time to retransmission attempts

for the critical packets than others because the receiver has
to wait for the lower priority packets before reconstructing
audio frames. In addition, the network resource utilization
can be efficiently controlled: if there are too many high pri-
ority retransmissions, the sender may drop some low priority
packets intentionally to avoid overloading the network.

However, in streaming applications there is a definite
deadline for data delivery, which limits the number of re-
transmission attempts. Therefore, it is possible to lose the
critical section of some frame(s) in spite of retransmissions.
Actually, the system described above is especially vulnera-
ble to critical packet loss, as illustrated in Fig. 5. Whenever
a critical data section of AAC data is lost, a decoder cannot
read the corresponding Huffman codewords in the lower pri-
ority packets. In this case, the system cannot continue read-
ing the Huffman coded data beyond the missing frame in
any of the low priority packets. Thus, it is not just the cur-
rent frame that is actually lost; all the data that belong to the
following frames also becomes useless. This is illustrated in
Fig. 5: frame A is read normally, but loss of the critical sec-
tion for frame B also makes frame C unreadable due to loss
of synchronization.

The most trivial solution for this kind of error propaga-
tion is to add delimiters or extra fields showing the length
of each block. However, the extra cost of increased over-
head would typically be significant. A better solution to deal
with the issue is to reserve fixed-size slots for each frame
and a reservoir area for codewords that do not fit in the base
slot [15]. This is how the data sections for each frame can be
made to start at a known position and non-readable sections
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[Bertical | B1 | B2 | B3 | B4 |
[ Ceritical JC1] c2 ] C3 [ ca ]
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b) Critical sections transported, critical data for frame B gets lost
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1 3

[A2 T A TBIT ] B3 Jc2] c4a |
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c) Non-critical data shuffled and transported in different packets. Due to loss
of critical data for frame B, data for frame B and C cannot be read at all.
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d) Fixed-size slots reserved for frames A and B. Now data for frame B can be
skipped and frame C can be recovered.

Fig. 5 Shuffling variable-length codes in multiple packets. Numbers
denote the order in which codewords are read
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Payload generation
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Fig. 6 Packetization scheme for retransmission-based transport system il

can be skipped. In this case the synchronization is lost only
between the codewords located fully or partially in the reser-
voir area. Because data in each frame are arranged from low-
est to highest audible frequencies, the effect of losing the
last codewords is not perceptually as serious as losing the
first codewords. Phase d in Fig. 5 illustrates how the scheme
works in practice, in contrast to the generic situation.

The packetization strategy involving two different packet
priority classes and the slotting technique is illustrated in
Fig. 6. The loss rate for the critical packets is assumed to be
low due to retransmissions. If one of the critical packets is
lost, error propagation to the other frames is restricted to the
reservoir section only. Critical data sections are interleaved
among the critical packets to avoid loss of adjacent pack-
ets. This allows us to employ traditional frame-based error
concealment techniques to recover the missing frames.

3.3 Redundancy-based transmission strategies

Transport and packetization techniques based on added re-
dundancy can be relatively cost efficient, especially if the
proportional amount of critical data is low. This is because
only the critical portion of the data has to be replicated. In
our earlier work concerning audio streaming with data frag-
mentation and shuffling among multiple packets, the major
focus was on redundancy-based transport techniques [13].

Payload generation

Original frames —

ents (Huffman coded scalefactors and QMDCT coefficients)

lustrated

The basic principles for generating packet payloads in that
scheme can be summarized as follows:

(1) All the data elements that belong to the frames of the
current interleaving cycle are written in packets in the
same order in which they appear.

(2) Critical data sections of one frame are written in two or
more packets in parallel (adding redundancy).

(3) Lower priority data elements are shuffled among all the
packets that belong to the current interleaving cycle.

Fig. 7 shows an example of payload generation when the
length of the interleaving cycle is six frames, also giving
six packets as output. If multiple packets are lost, the num-
ber of lost critical sections can be limited by designing rules
for shuffling and adding redundancy carefully. Most impor-
tantly, no critical sections of two different frames should be
written in the same set of redundant packets. It is also ben-
eficial to use pseudorandom shuffling sequences instead of
direct interleaving for the non-critical data elements. Other-
wise, in the case of packet loss the distribution of lost fre-
quency components may follow some kind of regular pat-
tern, which can lead to more annoying perceptual experience
than loss of randomly selected frequencies.

Even in this scheme it is possible that all redundant
critical data elements are missing for some frames if all
the packets containing the redundant data happen to get
lost. In this case the error propagation applies to low pri-
ority data elements detached from the critical data. This

Packet payloads
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Fig. 7 Redundancy-based packetization scheme illustrated

[0 Non-critical data elements (Huffman coded scalefactors and QMDCT coefficients)
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Drignd frarmes ¢~y () pOckM BRARAdY Table 1 Definition and description of programme material used in
AT ] s ]| (A ] o1 [e1]61] listening test
I 81 ] | ] LAt | Bt | F1 | HT |
[ T . [8 T ¢ [ o1 [ei]61] Programme  Description
[T T - ] [en T m T w ] Country Female lead vocal, strummed acoustic and solo slide
ET 7 R I | T 1 I ] guitars, bass, drums and percussion
Ballad Slow rock ballad with lead guitar part and overall
e | - | | I I | | | reverberant mix; no vocals
| | — 1 ] Rock Highly compressed rock anthem, male lead vocal
Cw ] u CT T 11 T 11 Jazz Fema;le lead vocal with clean electric guitar backing
only
Fig. 8 Packetization scheme for a system with redundancy and  Classical Church recording of ‘Herr, Unser Herrscher” from
retransmission-based error recovery combined J.S.Bach’s ‘St. John Passion’
Dance Up-tempo, repetitive drum, bass and organ dance

can be avoided with fixed-size slots and reservoir areas for
non-critical codewords, just like in the retransmission-based
packetization scheme. For simplicity, this is not illustrated
in Fig. 6. It should be noted that this technique is needed
only for the frames with no related critical data in the same
packet — when the critical data are present, the system is
guaranteed to be able to read the non-critical elements in
that packet correctly.

3.4 Hybrid strategies

One possibility for tradeoff between redundancy overhead
and retransmission delay is to use both retransmissions and
redundancy-based error recovery schemes in parallel. In this
paper we consider only simple repetition to protect the crit-
ical sections. This alternative uses a packetization scheme
similar to the retransmission-based transport system illus-
trated in Fig. 6. The only difference is that each critical
section is repeated in two different critical packets. The ba-
sic principle of generating critical packets in this scheme is
shown in Fig. 8.

4 Performance evaluation

We have implemented both the retransmission-based and
redundancy-based packetization mechanisms in a stream-
ing software application to test and evaluate different ap-
proaches to error concealment, packetization, and transport.
The AAC bitstream parser and decoder used for payload
generation and frame reconstruction as well as decoding is
able to parse MPEG-2 AAC bitstreams with main or low
complexity (LC) profiles. AAC stereo bitstreams represent-
ing different music styles and using a 44.1-kHz sample rate
and a 128-kbit/s encoded bit rate were used for primary tests.
RTP was used for real-time data transport and RTCP for car-
rying retransmission requests when the selective retransmis-
sions were utilized.

4.1 Listening tests

To rationalize the basic concept of fragmenting audio frames
and spreading the scalefactors and spectral coefficients of

groove; no vocals

one frame into several different transport units, we also per-
formed a formal listening test to compare the subjective per-
formance of the proposed error robustness measures against
a simple frame repetition method. In the frame repetition
method each missing frame is replaced with the previous
correctly received frame.

4.1.1 Test stimuli

Of course, there are more advanced frame-based error con-
cealment methods than simple frame repetition. However,
it is a very simple method that provides relatively good
subjective performance with many different kinds of audio.
To make the comparison fair, the error concealment in the
fragmentation-based scheme is kept simple as well. RTP
payloads were produced using scalefactor coding based on
linear approximation and double redundancy for critical data
(each original critical data section was repeated twice in dif-
ferent packets).

Six AAC bitstreams representing a range of popular mu-
sic styles were used for the tests. Table 1 shows the nam-
ing scheme of each musical programme and gives a brief
description of its content. Each programme was about 30's
in duration. Test stimuli were generated using our stream-
ing software that is configurable to use either a traditional
streaming mode with frame repetition or a fragmentation-
based streaming mode. Packet losses were simulated by us-
ing a random number generator to decide whether to send
a packet or not. In practical networks, packet losses tend to
be bursty, but the burstiness can be smoothed with our inter-
leaving scheme. In our system the depth of the interleaving
cycle is 64 frames. Typical packet loss burst length is sub-
stantially smaller, which makes use of more complex packet
loss models unnecessary. Three different theoretical packet
loss rates were used — 10, 20 and 30% lost packets.

If the actual packet loss rate was shown to have deviated
substantially from the theoretical packet loss rate, the sample
was reproduced to guarantee equitable comparison.

4.1.2 Test design

A forced-choice binary paired comparison design was im-
plemented with full permutation pairs (A—B and B-A)
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presented between both of the error concealment schemes.
Comparisons were only made between stimuli having the
same packet loss rates. Thus, for all presentation permuta-
tions, packet loss rates and programmes resulted in, respec-
tively, 2 x 3 x 6 = 36 presentation pairs. Twelve training
pairs that were representative of the range of the stimuli in-
cluded in the test were presented to the listeners to begin
with as training in the type of auditory attributes that they
would be required to grade as well as familiarizing them
with the grading user interface. These training results were
later discarded from the analysis.

Six listeners who had experience and had previously
shown expertise in performing listening tests on error con-
cealment algorithms were chosen to perform the tests. None
had any hearing loss, and all were males between 20 and 30
years of age.

The test was administered using the Guineapig listening
test system [26] in a controlled, silent listening environment,
specified in [27]. The audio signal chain for presentation is
shown in Fig. 9, and the user interface used for presenta-
tion of pairs is shown in Fig. 10. The stimuli were 16-bit,
44.1-kHz PCM recordings of the decoded material. The
stimuli were presented over headphones. All stimuli were
loudness aligned using Moore’s steady-state loudness
model [28] to be 20 sones when averaged across the entire
sample. This alignment was performed to negate any bias-
ing effect associated with the loudness of one error recovery
method over another.

4.1.3 Test results and analysis

The proportions of preference scores for all factors are
shown in Fig. 11 and the results of binomial tests between
the two algorithms, along with the proportions in numerical
format, are shown in Table 2. Most test cases show that the
fragmentation-based packet loss recovery scheme was pre-
ferred to the frame repetition method. At a 10% packet loss
rate, however, the difference is not as clear as at higher loss

Proportions of preference rating for the two error
concealment strategies
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a)  Preference rating at 10% packet loss rate.
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b)  Preference rating at 20% packet loss rate.

Proportions of preference rating for the two error
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Fig. 11 Proportions of preference rating for the two approaches,
fragmentation-based (solid bar) and frame-repetition-based (grey bar)

rates. In 15 of the total 18 test cases, there is a statistically
significant difference at the 0.01 level in preference rating.
At low packet loss rate the fragmentation-based scheme
and frame repetition both work relatively well. This is why
the variance in preferences is the highest at the lowest packet
loss rate. Anyway, in all cases the perceived distortion is dif-
ferent by nature, depending on which method is used for
error concealment. Frame repetition causes beat doubling,
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Table 2 Results of binomial significance tests between the two algo-
rithms. Asterisks denote significant preference for the fragmentation-
based algorithm. No results show significant preference for the frame
repetition at the 5% level (e.g. P > .950)

Programme
Country Ballad Rock Jazz  Classical Dance
Packet 10% .064 .002** .023* 307  .000** .000**
loss 20% .000**  .002** .000** .000** .000** .000**
30% .000**  .002** .000** .007** .000™* .000**

* Significant difference at the .05 level
** Significant difference at the .01 level

echoes and clicks, whereas the fragmentation-based method
makes some frequencies vanish occasionally. This causes ir-
regular smooth bubbling or frequency-shifting artefacts. The
results clearly indicate the advantage of using compressed
domain error concealment for individual data elements in-
stead of simple frame-based error concealment in general,
over a wide range of musical styles. Especially at rather high
data loss rates, data fragmentation can significantly improve
the subjective performance of error concealment. Because
only simple schemes are used for error concealment, test
cases are comparable in terms of computational cost.

4.2 Network resource utilization

Regarding network utilization, the retransmission-based
transport strategies behave very differently in comparison
to redundancy-based error recovery techniques. When a
redundancy-based system is used, the average transmission
rate remains constant even if the packet loss rate varies. Of
course, in this case the bit rate also contains the redundancy
overhead. If simple critical data replication is applied, the
average residual frame loss rate pg and redundancy over-
head T, can be estimated by Egs. 1 and 2, respectively:

pa=pt,

T, =cr,

)]
2

where p is the packet loss rate, r is the number of critical
data section replicates and c is the proportional amount of
critical data. At low packet loss rates (below 10%) the frame
loss rate gives a good idea of reproduction quality as well.
By comparison, the retransmission-based approaches re-
sult in lighter network resource use when packet loss rate
is low, but heavier use of the network resources due to re-
transmission overhead when there are more lost packets. If
packet losses are caused by congestion, as is typical in fixed
IP networks, retransmissions may even impair the network
performance experienced by other users. However, the pro-
posed selective retransmission scheme that allocates most
retransmissions for packets of highest priority can be used
to significantly reduce the retransmission overhead and still
maintain reasonable quality. A more detailed analysis about

the performance of the system in terms of network resource
use, including simulation results, is described in [14].

If there is no redundancy in critical packets, the residual
frame error rate in the retransmission-based scheme depends
on the maximum number of retransmission attempts allo-
cated for the critical packets, n. We expect that the packet
error rate will be constant (p) for both upstream and down-
stream directions and the retransmissions are based on neg-
ative acknowledgements (NACKs). The initial media packet
is lost at probability p. Retransmission fails in two cases: ei-
ther the NACK message is lost (probability p) or the NACK
message is received, but the retransmitted media packet is
lost at probability p(1 — p); therefore each retransmission
attempt fails at probability p + p(1 — p) = 2p — p%. Com-
bining these cases, the theoretical residual packet loss rate
follows Eq. 3.

Retransmission causes overhead only if the NACK mes-
sage is received (probability 1 — p). Considering the resid-
ual frame loss rate after each retransmission attempt derived
above, the corresponding retransmission overhead 7, can be
calculated by Eq. 4. In these computations we expect that
NACK-based retransmission schemes will be preferred for
real-time communications because the retransmission delay
can be minimized as the receiver can send a NACK message
immediately when a gap in the received packets’ sequence
numbers is detected:

3
“

pa=pQ2p—p?)"

n

Tu=) ep(l=p)2p—p")~".
i=1

If one replicate for each critical section is added to an-
other critical packet (single redundancy), the equations be-
come Egs. 5 and 6:

&)
©6)

pa = p*Q2p—p»)"

n
Toire=c+ Y ep*(1—p)2p—p»''.

i=1

As an example, the theoretical residual frame loss rate
and total downstream overhead for different cases are illus-
trated in Fig. 12. The proportional amount of critical data
is assumed to be 10%. This is a realistic assumption for a
perceptually coded audio track with CD or near-CD quality.
At lower bitrates, however, the proportion of critical data is
usually higher.

5 Discussion

As Fig. 12 shows, network use is significantly lower for a
retransmission-based streaming system in comparison to
redundancy-based strategies. Even if the feedback traffic
were to be taken into account, the network load would
not grow radically. Selective retransmissions allow use
of the saved bandwidth for retransmitting lower priority
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Fig. 12 Frame loss rate and network overhead with different packeti-
zation schemes

data also, which makes the scheme very flexible. This
proposed scheme could be especially suitable for wireless
communications.

However, a retransmission-based system is not fully ap-
plicable in all situations. Usage of simple NACK-based re-
transmissions without congestion control cannot be highly
recommended for traditional IP networks, where the major-
ity of packet losses indicate congestion. In these kinds of
circumstances, any retransmission may degrade the network
performance even more, also influencing the other users of
the network. In a multicast environment, retransmissions
may be even more harmful because there are a lot of com-
municating parties involved sending and receiving feedback
messages and retransmitted packets.

When critical sections from multiple audio frames are
packed in a single packet, one missing critical packet makes
multiple frames near to each other become lost. This typi-
cally causes more severe subjective distortion in reproduc-
tion quality than for the same frame loss rate in traditional
frame-based streaming with smooth packet loss distribution.
Therefore, a hybrid solution (single redundancy for critical
data and selective retransmissions together) is a highly ben-
eficial scheme for unicast audio streaming applications with
high quality requirements in difficult network conditions.

The optimal number of frames per shuffling or interleav-
ing cycle is another issue to be considered. A long sequence
is more robust against bursty packet loss and allows more

time for critical packet retransmissions. On the other hand,
it causes long latency due to interleaving and deinterleaving
delays and requires a large buffer at the receiver. Thus, a very
long sequence is not an option in highly interactive commu-
nications or client devices with limited memory and process-
ing power. To get the best out of the scheme, the application
should allow total latency of at least 5s. This is acceptable
for classical streaming, Internet radio and many multime-
dia broadcasting applications, but not traditional telephony,
which requires a total end-to-end delay lower than 0.5s.

In general, the proposed schemes are efficient in terms of
computational complexity and memory consumption. Audio
frames can be stored in the interleaving buffer in compressed
format. Therefore, the required interleaving buffer size is
reasonable. The proposed scalefactor coding and error con-
cealment methods are based on simple algorithms, and there
are typically only few missing scalefactors and spectral co-
efficients in each frame. This keeps the processing overhead
low.

In a wireless access network, packet size optimization
often plays a significant role because large packets are more
likely to be hit by bit errors in the radio channel than
small packets. Traditionally, arbitrary fragmentation of au-
dio frames is not allowed because loss of one fragment
would render the related fragments, and thus the whole
frame, useless. However, the fragmentation scheme pre-
sented in this paper is more flexible. By selecting the number
of packets with different priorities per cycle appropriately, it
is possible to make the critical packets smaller than the other
packets, which can facilitate the delivery of the high priority
packets over a wireless channel.

It is noteworthy that the AAC specifications define only
the bitstream format and decoder functionality. Different en-
coders may have dissimilar approaches for generating an
AAC-compliant bitstream. For example, the proportion of
bits allocated for scalefactors and QMDCT data may vary
from encoder to encoder, even if the original sample is the
same. Due to the variance in encoding strategies, the com-
pressed domain error concealment methods can perform
differently when AAC bitstreams generated by various en-
coders are tested. However, we believe that the observations
reported in this paper would be compatible with other main-
stream codec implementations. It would also be possible to
optimize existing encoders to support the proposed schemes.

6 Conclusions

The traditional paradigm in real-time multimedia stream-
ing is to use unreliable transport protocols to carry homo-
geneous data units representing multimedia content clips in
a timely, continuous order. This paper presents an alternative
approach that fragments individual frames into smaller data
segments with different perceptual significance. This frag-
mentation enables different packetization schemes for robust
data transportation. Three different packetization and trans-
port schemes are summarized in this paper; these schems
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increase error robustness by employing selective retransmis-
sions, priority-based added redundancy or a mixture of these
two. Furthermore, we have proposed modifications to the
baseline AAC bitstream format to make it more suitable for
error-robust transport.

The proposed approach facilitates compressed domain
error concealment because each packet loss erases only in-
dividual spectral components spread in several frames. The
proposed scheme also allows efficient uneven error control
via added redundancy or selective retransmissions because
data components of different proportional priority are allo-
cated in different packets. The rationale behind the scheme
has been verified by theoretical analysis of network perfor-
mance and formal listening tests comparing the subjective
performance of the proposed techniques against systems us-
ing traditional frame-based error concealment.

Our test results show that the error concealment meth-
ods based on the proposed approach improve audio quality
in comparison to the traditional frame-based error conceal-
ment when packet losses occur. The extra cost of increased
network resource consumption caused by data retransmis-
sions or added redundancy can be kept reasonably low due
to data prioritization. In this way, more retransmission at-
tempts or duplicated data sections can be allocated for the
most critical parts of data.
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