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Modified Discrete Cosine Transform—Its Implications
for Audio Coding and Error Concealment’
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A study of the modified discrete cosine transform (MDCT) and its implications for audio
coding and error concealment is presented from the perspective of Fourier frequency analysis.
A relationship between MDCT and DFT via shifted discrete fourier transform (SDFT) is
established, which provides a possible fast implementation of MDCT employing a fast
Fourier transform (FFT) routine. The concept of time-domain alias cancellation (TDAC), the
symmetric and nonorthogonal properties of MDCT, is analyzed and illustrated with intuitive
examples. New insights are given for innovative solutions in audio codec design and MDCT-
domain audio processing such as error concealment.

0 INTRODUCTION

With the rapid deployment of audio compression tech-
nologies more and more audio content is stored and trans-
mitted in compressed formats. The Internet transmission
of compressed digital audio, such as MP3, has already
shown a profound effect on the traditional process of
music distribution. Recent developments in this field have
made possible the reception of streaming digital audio
with handheld network communication devices.

Signal representation in the modified discrete cosine
transform (MDCT) domain has emerged as a dominant tool
in high-quality audio coding because of its special proper-
ties. In addition to an energy compaction capability similar
to DCT, MDCT simultaneously achieves critical sampling, a
reduction of the block effect, and flexible window switching.

In applications such as streaming audio to handheld
devices, it is often necessary to have fast implementations
and optimized codec structures. In certain situations it is
also desirable to perform MDCT-domain audio processing
such as error concealment, which mitigates the degrada-
tion of subjective audio quality. These were motivations
for us to conduct this study.

MDCT uses the concept of time-domain alias cancella-
tion (TDAC) [1], [2], whereas the quadrature mirror filter
bank (QMF) uses the concept of frequency-domain alias
cancellation [3]. This can be viewed as a duality of MDCT
and QMF. However, it should be noted that MDCT also
cancels frequency-domain aliasing, whereas QMF does
not cancel time-domain aliasing. In other words, MDCT is
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designed to achieve perfect reconstruction, QMF is not.

Prior to the introduction of MDCT, transform-based
audio coding techniques used the discrete Fourier trans-
form (DFT) and the discrete cosine transform (DCT) with
window functions such as rectangular and sine-taper func-
tions. However, these early coding techniques have failed
to fulfill the contradictory requirements imposed by high-
quality audio coding. For example, with a rectangular
window the analysis/synthesis system is critically sam-
pled, that is, the overall number of transformed domain
samples is equal to the number of time-domain samples,
but the system suffers from poor frequency resolution and
block effects, which are introduced after quantization or
other manipulation in the frequency domain. Overlapped
windows allow for better frequency response functions but
carry the penalty of additional values in the frequency
domain, thus these transformers are not critically sampled.
MDCT has solved the paradox satisfactorily and is cur-
rently the best solution. The concept of window switching
was introduced to tackle possible pre-echo problems in the
case of insufficient time resolutions [4]. Nevertheless it is
worth mentioning that the mismatch between the MDCT-
and DFT-based perceptual models of human auditory sys-
tems could still be the cause of certain coding artifacts at
low bit rates [5].

A complex version of MDCT has been investigated in
[6]-[8] in terms of filter-bank theory. Our research has
approached the problem from a different perspective—
Fourier spectrum analysis. We hope that this study cannot
only provide an intuitive tutorial of the concept of MDCT
and TDAC, but also some stimulation for innovative solu-
tions in applications such as MDCT-domain audio pro-
cessing and error concealment.
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This paper is organized as follows. A relationship
between MDCT and DFT via shifted discrete Fourier
transform (SDFT) is established in Section 1. The sym-
metric properties of the MDCT and TDAC concepts are
illustrated in Section 2. The nonorthogonal property of
MDCT is then discussed in Section 3. The implications for
audio coding and error concealment are outlined in
Section 4. Section 5 concludes with some discussions.

1 INTERCONNECTION BETWEEN MDCT, SDFT,
AND DFT

The direct and inverse MDCT and its inverse modified
discrete cosine transform (IMDCT) are defined as [1], [2]
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where a, = ha, is the windowed input signal, a, is the
input signal of 2N samples, and /A, is a window function.
We assume an identical analysis—synthesis time window.
The constraints of perfect reconstruction are [6], [8]
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A sine window is widely used in audio coding because
it offers good stopband attenuation, provides good attenu-
ation of the block edge effect, and allows perfect recon-
struction. Other optimized windows can be applied as well
[6]. The sine window is defined as
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The a, in Eq. (2) are the IMDCT coefficients of c,, which
contains time-domain aliasing,
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The relationship between MDCT and DFT can be established
via SDFT. The direct and inverse SDFTs are defined as [9]
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where u and v represent arbitrary time- and frequency-
domain shifts, respectively. SDFT is a generalization of
DFT. which allows a possible arbitrary shift in position of
the samples in the time and frequency domains with
respect to the signal and its spectrum coordinate system.

We have proven that the MDCT is equivalent to the
SDFT of a modified input signal [10], [11],
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The 11ohthand side of Eq. (9) is the SDFT .y 1, of the
signal a, formed from the initial windowed signal &,
according to Eq. (6). Physical interpretation of Eq. (6) is
straightforward. MDCT coefficients can be obtained by
adding the SDFT 1y, coefficients of the initial win-
dowed signal and the alias.

For real-valued signals it is quite straightforward to
prove that the MDCT coefficients are equivalent to the
real part of the SDFT 1y 1, Of the input signal, that is,

o, = mal{SDFT(NH)IZJIZ('E‘k)} - (10)

With reference to Egs. (6) and (9) and Fig. 1(f), the
alias is added to the original signal in such a way that the
first half of the window [the signal portion between points
A and B in Fig. 1(a)] is mirrored in the time domain and
then inverted, before being subsequently added to the
original signal. The second half of the window (the signal
portion between peints B and C) is also mirrored in the
time domain and added to the original signal.

From Egs. (1), (2), (6), and (9) and Fig. 1(f) we can see
that, in comparison with conventional orthogonal trans-
forms, MDCT has a special property: the input signal can-
not be perfectly reconstructed from a single block of
MDCT coefficients. MDCT itself is a lossy process, that
is, the imaginary coefficients of the SDFT ., |y 11 are lost
in the MDCT transform, which is equivalent to a decima-
tion operation. Applying an MDCT and then an IMDCT
converts the input signal into one that contains a certain
twofold symmetric alias [see Eq. (6) and Fig. 1(f)]. The
introduced alias is canceled in the overlap—add process to
achieve perfect reconstruction (see Fig. 2).

The formulation in Eq. (9) is different when compared
with the odd-DFT concept discussed in [6]. The odd-DFT
is the SDFT,, ,» of the initial windowed signal a, .

The SDFT y. )».» can be expressed by means of the
conventional DFT as
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On the right-hand side of Eq. (11) the first exponential
function corresponds to a modulation of @, that results in
a signal spectrum shift in the frequency domain by cne-
half the frequency-sampling interval. The second expo-
nential function corresponds to the conventional DFT. The
third exponential function modulates the signal spectrum
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that is equivalent to a signal shift by (N + 1)/2 of the sam-
pling interval in the time domain. The fourth term is a con-
stant phase shift. Therefore SDFT .. |y 1, 18 the conven-
tional DFT of this signal shifted in the time domain by
(N + 1)/2 of the sampling interval and evaluated with the
shift of one-half the frequency-sampling interval. This for-
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Fig. 1. Relationship between MDCT and SDFT ;1 2. N is even. (a) Artificial time-domain signal of 36 samples. (b) SDFT .1y 12
coefficients of signal in (a). (c) Time-domain alias. (d) SDFT . .2 coefficients of alias. — real parts; — — — imaginary parts in (b)
and (d). (€) MDCT coefficients of time signal in (a). — — — odd symmetric to solid line, thus is redundant. (f) Alias embedded time
signal.
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Fig. 2. Tllustration of MDCT, overlap-add procedure, and time-domain alias cancellation (TDAC). (a) Artificial time signal. - —— 50%
overlapped windows. (b) MDCT coefficients of signal in window 1. (¢) IMDCT coefficients of signal in (b); alias shown by markers
on line. (d) MDCT coefficients of signal in window 2. (e) IMDCT coefficients of signal in (d); alias shown by markers on line.
(f) Reconstructed time-domain signal after overlap—add procedure. Original signal in overlapped part (between points B and C) is per-

fectly reconstructed.
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mulation provides one possible fast implementation using
an FFT routine.

2 SYMMETRIC PROPERTIES OF MDCT AND
TDAC CONCEPTS

2.1 Symmetric Property of MDCT
The SDFT .y, coefficients exhibit symmetric
properties,

V12, 12 _ N+ N1y2, 12
ag VW = ()" (o ) (12)

where = is the complex conjugate of the coefficients. Sim-
ilarly the MDCT coefficients exhibit symmetric properties,

N+1
Cay—p—1 = (_1) Ol (13)

where the MDCT coefficients are odd symmetric if N is even,
which is normally the case in audio coding applications.
We have proven that

IMDCT( Olr) = ISDPT(,\'+])/:_ 172 (OL,.) 5
Fr=0,...,2N —1. (14)

Due to the decimation of MDCT we have N independent
frequency components, that is, if we want to implement
IMDCT using ISDFT, it is necessary, in order to have 2N
dependent frequency components, to apply the symmet-
ric property of MDCT to the ISDFT routine, as shown in
Fig. 1(e).

To illustrate the symmetric properties of MDCT and
the interconnection between MDCT and SDFT .1y
in an intuitive way, we have employed an artificial time-
domain signal (N = 18), as shown in Fig. I(a). The
SDFT .y, coefficients of the original signal are
shown in Fig. 1(b). The time-domain alias is illustrated in
Fig. 1{c). Its SDFTyy» > coefficients are presented in
Fig. 1(d). The solid lines in Fig. 1(b) and (d) are the real
parts, the dashed lines the imaginary parts. The MDCT
coefficients are shown in Fig. 1(e). They are equivalent to
the real parts of the SDFT .y, coefficients of the
original signals in Fig. 1(a). The dashed line in Fig. I(e)
is odd symmetric to the solid line and represents the
redundant coefficients, which are left out in the MDCT
definition. The alias-embedded time signal is presented in
Fig. 1(f). It equals the IMDCT of the MDCT coefficients
scaled by a factor of 2. A rectangular window is used here
for clarity.

2.2 Intuitive lllustration of TDAC Concept

Based on Egs. (1), (2), (6), and (9), we have used a sim-
ilar artificial time-domain signal as in Fig. I(a) to illustrate
the TDAC concept in an intuitive way. The artificial signal
of 54 samples is shown in Fig. 2(a). The MDCT coeffi-
cients of the signal in window | are shown in Fig. 2(b). To
illustrate the concept, a rectangular window is used. Due
to the 50% decimation in MDCT [from 2N time-domain
samples in Fig. 2(a) to N independent frequency-domain
coefficients in Fig. 2(b)], the alias is introduced. This is
illustrated in Fig. 2(c). The IMDCT introduces redun-
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dancy [from N frequency-domain coefficients in Fig. 2(b)
to 2N time-domain samples in Fig. 2(c)]. The MDCT
coefficients of the signal in window 2 are presented in Fig.
2(d). The corresponding IMDCT time-domain signal is
shown in Fig. 2(e). If the overlap—add procedure is per-
formed with Fig. 2(c) and (e), perfect reconstruction (PR)
of the original signal in the overlapped part (between
points B and C) can be achieved. It is clear that one can-
not achieve perfect reconstruction for the first half of the
first window and the second half of the last window, as
indicated in Fig. 2.

In order to illustrate the TDAC concept during the win-
dow switching specified in the MPEG AAC ISO/IEC stan-
dard [12], we define two overlapping windows with win-
dow functions /1, and g,. The conditions for perfect
reconstruction are [4]

Btk * Bon—1-k = 8k * EN-1-k (15)
hi,ter=1. (16)

Using Eq. (6) one can easily see one of the important
properties of MDCT: the time-domain alias in each
half of the window is independent, which allows adap-
tive window switching [4]. Window switching is an
important concept to reduce pre-echo in an MDCT-
based audio codec such as MPEG-2 AAC. The TDAC
concept during window switching in AAC is illustrated
in Fig. 3.

3 NONORTHOGONAL PROPERTY OF MDCT
3.1 Observation from a Single Transform Block
If a signal exhibits local symmetry such that
k=0,...,N—-1
k=N,...,2N —1

i‘k a[}*—k—l . (17)

dp = —ad3N—k—1 ,
its MDCT degenerates to zero: ¢, = Oforr =0, ... ,N —
1. This property follows from Eq. (6). It is an example to
show that MDCT does not fulfill Parseval’s theorem, that
is, the time-domain energy is not equal to the frequency-
domain energy (see Fig. 4).

If a signal exhibits local symmetry such that

k=0 0y N—1
k=N,..,2N —1

fjk N“N—'k-ll . (18)

g = d3y—g-1,
MDCT and IMDCT of a single transform block will
reconstruct perfectly the original time-domain samples.
This property also follows from Eq. (6).

To illustrate in an intuitive way that MDCT does not
fulfill Parseval’s theorem, we have designed a phase/ fre-
quency-modulated time signal in Fig. 4(a), which has two
different frequency elements with a duration of half a
{rame size (frame size = 512 samples). The dashed lines
in Fig. 4(a) illustrate the 50% window overlap. However,
the MDCT spectra of different time slots in Fig. 4(b), (d),
and (f) are calculated with rectangular windows for illus-
trative purposes. The IMDCT time-domain samples of
frames 1, 2, and 3 are shown in Fig. 4(c), (e), and (g),
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respectively. The reconstructed time-domain samples after
the overlap—add procedure are shown in Fig. 4(h). With
frame 2 the condition in Eq. (17) holds, and the MDCT
coefficients are all zero. Nevertheless the time-domain
samples in frame 2 can still be reconstructed perfectly

PAPERS

after the overlap—add procedure. With {rame 3 the condi-
tion in Eg. (18) holds, and the original time samples are
reconstructed perfectly even without the overlap—add pro-
cedure. These are, of course, very special occurrences,
which are rare in real-life audio signals, especially after
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Fig. 3. TDAC in case of window switching. (a) Four types of window shape in MPEG-2 AAC indicated by WO, ... , W3. (b) Window
function in long window (——), time-domain alias (- — —), and time-domain alias after weighting with window function (- — -).
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Fig. 4. Signal analysis/synthesis with MDCT, overlap—add procedure. and perfect reconstruction of time-domain samples. (a) Phase/fre-
quency-modulated time signal. (b), (d), (f} MDCT spectra in different time slots, indicated in (a) as frames 1, 2, 3. (¢), (e), (g) recon-
structed time-domain samples (with IMDCT) of frames 1, 2, 3, respectively. (h) Reconstructed time samples after overlap—add
procedure.
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proper windowing such as a sine window. If the signal is
close to the condition in Eq. (17), however, the MDCT spec-
trum will be very unstable in comparison with the DFT spec-
trum. In this case, using the output of the DFT-based psy-
choacoustic model to quantize the MDCT coefficients could
cause certain coding artifacts. This is a limitation of MDCT.

3.2 Observation from Multiple Transform Blocks
As shown in Eq. (19),

Pi1 P2 Pi3 - PlL2N
P21 P22 P23 -0 P2ON

P = (19)
PN1 PN2 PN3 - PN2N

the matrix of the MDCT for transforming 2N input sam-
ples to N spectral components is of size N X 2N and there-
fore cannot be orthogonal. However, the underlying basis
functions of MDCT (corresponding to the rows of the
matrix) are orthogonal.

In the case of a continuous input stream x, a block-
diagonal matrix T can be made with the MDCT matrices
P on the diagonal and zeros elsewhere,

P 0]

Xun =

(20)

\.0 P N X [+1)N]

* XN T T- Xn+1)N

where x is the input vector of the signal and X is the out-
put vector of the MDCT coefficients. This block-diagonal
matrix T for transforming (n + 1) N input samples to aN
spectral components is of size (nN) X [(n + 1) N. T
becomes an orthogonal and square matrix if n — ee.

The orthogonality of T implies

TTeT =7-7TT =17, 21

However, in the case of finite-length input signals, T is no
longer orthogonal. In order to illustrate this scenario in an
intuitive way, let us observe a simple example with N = 2
and n = 5. In this case the block-diagonal matrix appears
as follows:

3N/2=3

-

(22)

J 10x12
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that is,
1 0
0
1 0
0 1
1 0
] L] T: ——
T-T [0 1] I
1 0
0 1
; 1 0
0 1
(23)
TT.T
0.5 0.5 .
0.5 0.5
1 0
0 1
1 0
0 1
- 10
0 1
1 0
0 1
" 0.5 0.5
0.5 0.5
(24)

It is clear from Eq. (24) that the matrices of the first and
last blocks are not unit matrices, though this usually does
not pose a serious problem in audio coding applications.
However, one should keep this effect in mind when
manipulating audio signals in the MDCT domain, such as
editing and error concealment. Two applications of the
theoretical background are discussed in the following
section.

4 IMPLICATIONS FOR AUDIO CODING AND
ERROR CONCEALMENT

4.1 MDCT-Based Perceptual Audio Coding

Modern perceptual audio encoders are conceptually
similar in the sense that they consist of four basic
building blocks: a transform or filter bank (such as
MDCT), a perceptual model, requantization and cod-
ing, and bit-stream formatting. The basic structure of
an MDCT-based audio encoder is shown in the block
diagram of Fig. 5, where the bit-stream formatting is
omitted.
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The concept of perceptual audio coding (bit-rate reduc-
tion) described from the viewpoint of quantization-noise
shaping is as follows. Initially a PCM signal, such as music
on a commercial CD, has the quantization noise distributed
uniformly across the whole frequency band. A transform or
filter bank creates a frequency-domain representation of
this signal. A perceptual model usually uses the original
signal to estimate a time- and frequency-dependent mask-
ing threshold, indicating the maximum quantization noise
inaudible in the presence of this audio signal. By requanti-
zation a quantizer then reduces the number of bits used to
represent this signal, which will result in an increase and
shaping of quantization noise to the limit of the masking
threshold. This explains the significance of masking in per-
ceptual audio coding technologies.

The quantizer connects the MDCT- and DFT-based psy-
choacoustic models, which could present a mismatch
problem. This MDCT-DFT mismatch problem can be
illustrated with a practical example of an AAC encoder.
The output of a psychoacoustic model is the signal-to-
masking ratio (SMR) calculated in the DFT domain. The
maximum inaudible quantization error EN is calculated
according to

B8
SMR

EN = (25)

where ES is the MDCT-domain signal energy. Using a
sinusoid as a test signal, the SMR is stable over time
because DFT is an orthogonal transform. However, the ES
can fluctuate over time because MDCT does not obey
Parseval’s theorem, thus causing an undesirable fluctua-
tion of the EN over time. This phenomenon is referred to
as the MDCT-DFT mismatch phenomenon, which does
not seem to pose a serious problem in coding applications
if a proper window function is used.

Another important issue in audio encoder design is

Audio in
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computational simplicity. In an MDCT-based audio
encoder a complex transform such as the FFT is a neces-
sary step for the psychoacoustic model (see Fig. 5). To
reduce the computational complexity of the encoder, it is
desired that the MDCT and the complex frequency-
domain values required in the psychoacoustic model may
be calculated from the same set of computations. Luckily
this desire can be fulfilled via an SDFT. The simplified
encoder structure is illustrated in Fig. 6.

4.2 MDCT-Domain Error Concealment

In the transmission of compressed audio one of the
most significant challenges today is the need to handle
errors in lossy channels. Error concealment is usually
referred to as the last resort to mitigate the degradation of
audio quality in real-time streaming applications.

For speech communications in a packet network, the
use of repetition is recommended as offering a good com-
promise between achieved quality and excessive complex-
ity [13]. However, simple repetition can pose problems in
streaming music, which often contains percussive sounds,
such as drumbeats.

If a drumbeat is replaced with other signals such as
singing from the neighboring packet, the drumbeat is
simply eliminated. On the other hand, if the drumbeat is
copied to the following packet, it may result in a subjec-
tively very annoying distortion defined as a double-
drumbeat effect. The degree of annoyance of the double-
drumbeat effect depends on the time—frequency structure
of the drumbeat. It also depends on the distance between
the original drumbeat and that generated due to packet
repetition [14].

Due to the nonorthogonal property of MDCT, the repe-
tition violates the TDAC conditions. Consequently the
alias distortions in the overlapped parts cannot cancel each
other out (Fig. 7). However, the MDCT window functions
enable a natural fade-in and fade-out in the overlap—add

Bit stream out

» MDCT Real o Quantization |
and coding
A
: Real :
o FFT =2 p Psychoacoustic ;
B . > model :
‘ Imaginary ‘\
Fig. 5. Block diagram of MDCT-based perceptual encoder.
Real part ;
Audio in (!VIDCQI') = Bit stream out
——p SDFT » Quantizaton |
and coding
A
P Psychoacoustic
, > model
Imaginary
part

Fig. 6. Modified structure of MDCT-based perceptual encoder in Fig. 5 with less computation.
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operation in the time domain. The uncancelled alias is nor-
mally not perceptible if the signal is stationary and the lost
data unit is short enough.

Another potential problem is that simple repetition does
not consider the window switching commonly used in
state-of-the-art audio codecs. Therefore it leads to a possi-
ble window-type mismatch phenomenon. which is illus-
trated with the help of Fig. 8.

Both MP3 and AAC use four different window types:
long, long-to-short, short, and short-to-long, which are
indexed with 0, 1, 2, and 3, respectively. The short win-
dow is introduced to tackle transient signal better; 50%
window overlap is used with MDCT.

If two consecutive short window frames indexed as 22
in a window-switching sequence 1223 are lost in a trans-
mission channel, it is easy to deduce their window types
from their neighboring frames. This information could be
used in error concealment [14]. However, if we disregard
the window-switching information available from the
audio bit stream and perform simple repetition, it could
result in window-switching patterns of 1113 (see Fig. 8).
In this case not only are the TDAC conditions violated in
the window overlapped areas, but we also will have some
undesired energy fluctuation, since the squares of the two
overlapping window functions do not add up to a constant
[4]. This may create annoying artifacts. This phenomenon

Frame n
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is defined as window-type mismatch phenomenon.

In order to enhance coding efficiency, state-of-the-art
audio coding techniques tend to use longer transform
block lengths than their predecessors, for example, 1024
MDCT coefficients, which correspond to 2048 PCM sam-
ples in AAC. For the same reason AAC tends to use less
window switching than MP3. As a result, a significant
amount of transient signals such as beats are still coded
with a long window in an AAC encoder according to our
examinations of AAC bit streams. The reduced time reso-
lution increases the effect of double-drumbeat problems if
simple repetition or drumbeat replacement is used [14].
Fig. 9 illustrates potential problems with our previous
method, described in [14], if the locations of the original
beat and the replacement beat are not consistent.

It is impossible to solve the problem with the time res-
olution of the AAC frame length. However, if the beat
detection is performed with an increased time reselution,
as illustrated in Fig. 10, we will have a better chance to
tackle the double/quadruple drumbeat problem.

To increase the time resolution of the beat detector, we
perform a parallel signal analysis with the short windows,
which improves the time resolution by a factor of 8, as
shown in Fig. 10. In this case we will know the more pre-
cise position of a beat within each frame. If the sampling
frequency is 44.1 kHz, the original time resolution is

Frame n+1

Frame n+2

Fig. 7. lustration of a special problem with repetition scheme in MDCT domain. Shaded rectangles—corrupted data units; blank rec-
tangles—error-free ones; heavily shaded rectangles— uncancelled alias; — — — window shape. Arrows indicate packet repetition oper-

ations. n is an integer number representing data unit index.

Frame n

Frame n+1

Fig. 9. Possible quadruple-drumbeat problem in case of beat replacement when using a long MDCT transform block. Original (beat 1)
and inserted (beat 2) beats are not aligned in time, and their aliases (alias 1 and alias 2) do not cancel each other.
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about 23 ms, and the improved time resolution is about 3
ms, which is close to the time resolution of the human ear
[15]. With the improved time resolution we not only know
the more precise location of the beat, but also the location
of its alias according to the symmetric property of MDCT.
With this information we can boost the desired beat and
attenuate the undesired ones in order to improve the per-
formance of the error concealment method described in
[14]. A detailed description of the new method will be
published elsewhere.

5 DISCUSSION

A study of the modified discrete cosine transform
(MDCT) and its implications for audio coding and error
concealment has been presented from the perspective of
Fourier frequency analysis. Some remarks on MDCT are
based on our study.

¢ MDCT becomes an orthogonal transform if the signal
length is infinite. This is different from the traditional
definition of orthogonality, which requires a square
transform matrix.

* The MDCT spectrum of a signal is the Fourier spectrum
of the signal mixed with its alias. This compromises the
performance of MDCT as a Fourier spectrum analyzer
and leads to possible mismatch problems between
MDCT- and DFT-based perceptual models. Neverthe-
less MDCT has been applied successfully to perceptual
audio compression without major problems if a proper
window, such as a sine window, is employed.
The TDAC of an MDCT filter bank can only be achieved
with the overlap—add process in the time domain.
Although MDCT coefficients are quantized in an indi-
vidual data block, MDCT is usually analyzed in the
context of a continuous stream. In the case of disconti-
nuity, such as editing or error concealment, the aliases
of the two neighboring blocks in the overlapped area are
not able to cancel each other out.

e MDCT can achieve perfect reconstruction only without
quantization, which is never the case in coding applica-
tions. If we model the quantization as a superposition of
quantization noise to the MDCT coefficients, then the
time-domain alias of the input signal is still canceled,
but the noise components will be extended as additional
“noise alias.” In order to have 50% window overlap and

Frame n-1
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critical sampling simultaneously, the MDCT time-
domain window is twice as long as that of ordinary
orthogonal transforms such as DCT. Because of the
increase time-domain window length, the quantization
noise is spread to the whole window, thus making pre-
echo more likely to be audible. Well-known solutions to
this problem are window switching [4] and temporal
noise shaping (TNS) [16].

e In very low bit-rate coding the high-frequency compo-
nents are often removed. This corresponds to a very
steep low-pass filter. Due to the increased window size,
the ringing effect caused by high-frequency cutting is
longer.

Two application types are studied—MDCT-domain
audio coding and error concealment. Some challenges are
presented with possible solutions.
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